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Neurons as point-like, linear threshold units
In 1943, McCullough and Pitts1 showed how a collection of simple,
interconnected neuron-like units could process information. For
reasons of analytical tractability, their view of neuronal process-
ing is a stark, simple one. All synaptic inputs converge onto a sin-
gle compartment (‘point neuron’). Each synapse is modeled by a
positive number, its synaptic weight. The activity of each presy-
naptic fiber (originally assumed to be either on or off) is multi-
plied by its associated synaptic weight and summed over all inputs.
This sum is then compared against a threshold. If the threshold is
exceeded, and if no inhibitory unit is active, the neuron generates
a spike and sends it on to its postsynaptic targets. Otherwise, the
cell remains quiet. McCullough and Pitts proved that a sufficient-
ly large number of these simple logical devices, wired together in an
appropriate manner, are capable of universal computation. That
is, a network of such ‘linear threshold’ units with the appropriate
synaptic weights can perform any computation that a digital com-
puter can, though not as rapidly or as conveniently.

Linear threshold model ‘neurons’ come in many flavors. The
earliest originated in the early years of the 20th century, far before
the biophysics of action potentials was understood, as ‘integrate-
and-fire’ neurons. The state of the neuron is given by the voltage
across a capacitance, with each synaptic input adding to or sub-
tracting from the charge accumulating across the membrane (Fig.
1a). The voltage trajectory executes a random walk, depending on
the nature of the synaptic input, until a fixed voltage threshold is
reached. At this time, a unit pulse is generated, and the voltage is
reset, that is, all charge is instantaneously removed from the capac-
itance. The output of this integrate-and-fire neuron consists of a
train of asynchronous pulses. In a ‘leaky’ integrate-and-fire unit,
an ohmic resistance is added in parallel to the capacitance, account-
ing for the loss of synaptic charge via the resistor and, consequently,
the decay of the synaptic input with time (Fig. 1b).

In a ‘rate neuron’, the discrete output pulses are replaced by a
continuous activation function, g(V), that increases monotonical-
ly as a function of the activity, V. The stronger the excitatory input,
the higher the output rate, f, of the neuron (Fig. 1c). The activa-
tion function g(V) is sometimes identified with the cell’s frequen-
cy–current relationship (f–I curve). Conceptually, such a graded

neuron encodes the inverse of the interspike interval of a popula-
tion of spiking cells; that is, its activity represents the average firing
frequency or rate of this group.

Common to these single cell models and their close relatives
studied by neural network researchers2 is, first, linear preprocessing
of synaptic inputs—implying that inputs do not interact with each
other in any ‘interesting’ way—and, second, a threshold computa-
tion (Fig. 1d). The computational power of these networks resides
in the nonlinearity provided by the threshold. This is related to a
logical AND operation: the threshold can be adjusted such that the
cell will fire only if two inputs are simultaneously active. Put enough
such units together and anything that is computable can be com-
puted by such a network. Networks containing hundreds or thou-
sands of such units that utterly neglect the geometry of real neurons
are commonly used in pattern recognition (for example, to predict
credit card fraud) and at most brokerage houses today.

Passive dendritic trees enhance computational power
If neurons can be reduced to a single compartment, why aren’t all
neurons spherical? We still do not fully understand the diversity of
dendritic morphology in terms of its functional consequences (Fig.
2). It is likely that the sizes of the axonal and dendritic trees relate to
wiring economy, that is, the principle that because space is at a pre-
mium, wiring length must be kept to a minimum3. Another con-
straint surely must be the cell’s ability to receive input from specific
recipient zones (for example, reaching all the way into superficial
layers). Yet it is unclear to what extent these considerations explain
the strikingly different dendritic morphologies (Fig. 2), once size
is accounted for.

A lack of theoretical concepts as well as experimental tools for
investigating dendrites led—with a few exceptions4—to their rel-
ative neglect for most of the 1950s and 1960s. A new area of den-
dritic physiology was ushered in by the widespread adoption of
intracellular recordings and brain slices5 and by the development
of the linear cable theory of dendrites by Rall6. Linear cable theory
treats dendrites as core-conductor cables, surrounded by a passive
membrane modeled by an ohmic conductance in parallel with a
capacitance. When synaptic input is applied, such a cable acts as a
low-pass filter, removing high temporal frequencies from the volt-
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age response to an input. Cable theory showed, and experiments
bore out, that dendrites are electrically distributed rather than isopo-
tential elements and that postsynaptic potentials, generated in the
dendrites, undergo large voltage attenuation and significant tem-
poral delay (on the order of the membrane’s passive time constant)
as they spread to the spike initiation zone.

What does add an important nonlinearity to neurons, and con-
sequently could enrich their computational capabilities, is that
synapses are not constant depolarizing or hyperpolarizing current
sources. Rather, synaptic inputs transiently change the postsynap-
tic membrane conductance (for example, opening membrane ionic
channels) in series with a battery (the synaptic reversal potential,
whose value is determined by differential distribution of ions across
the membrane and channel selectivity). Thus, a synaptic input briefly
changes the electrical properties of the postsynaptic membrane. In
particular, the postsynaptic potential (PSP) tends to saturate with
stronger and stronger input. In passive dendrites, the PSP of two
synapses is (typically) less than the linear sum of their separate
responses. These saturation effects are more prominent for adjacent

synapses than for synapses located farther away7. As a consequence,
local nonlinear operations can be performed independently in many
dendritic subunits8 before the outputs of these local operations are
summed up (and compared against the threshold) at the axon.

This sublinear effect is particularly strong for shunting or ‘silent’
inhibition, in which the synaptic reversal potential is close to the
cell’s resting potential. Without any other input, activation of
shunting inhibition causes an increase in the local conductance
without a change in the postsynaptic membrane potential.
Depending on its amplitude, shunting inhibition can greatly reduce
the amplitude of excitatory input. It acts to veto excitation, akin
to an AND-NOT logical operation (that is, the output is high if
excitation is present but inhibition is not; Fig. 1e). A neuron
endowed with many such local synaptic circuits could, in principle,
extract the motion, orientation or depth of a visual stimulus9.
Although shunting inhibitory conductance changes were long
thought to be too small to matter, modern intracellular recording
techniques10 confirm their large magnitude in cortical cells. Intra-
cellular evidence also implicates shunting inhibition in comput-
ing the direction of a moving stimulus in retinal ganglion cells11, as
proposed on theoretical grounds8.

A good example of how synaptic nonlinearity can combine
with dendritic morphology to perform a specific computation is
the first stage in the auditory pathway at which inputs from the
two ears project to the same neuron12. In the chicken, brainstem
neurons with bipolar dendrites act as coincidence detectors, firing
strongly if the sounds arrive at the two ears with some exact tem-
poral delay, and much more weakly otherwise13. Excitatory synap-
tic inputs from the two ears are segregated, each ear mapping onto
a single dendrite. Modeling shows that when input arrives from
only one ear, strong synaptic saturation in the thin dendrite tar-
geted by that ear can greatly reduce the synaptic current reaching
the axon, so that the firing response is weak. In contrast, when
inputs arrive simultaneously from the two ears, sufficient charge
is delivered to the soma from the two dendrites acting semi-inde-
pendently (thereby summing more linearly) that the neuron fires
robustly. Modeling has confirmed that sensitivity to very small
delays between the inputs, on the order of 20 µs, is greatly enhanced
by this setup compared to a point neuron with no dendrites14.

Active dendritic trees and nonlinear computations
It is abundantly clear that dendrites and their spines are covered
by a plethora of excitable channel types, typically at a density of

review

I(t)
V

C

I(t)
V

C R

I(t)
V

f

g

V

f=g(V)

C R

I(t)
V1

V2

f1=g(V1)

C R

fi

W1i W12

I(t)

f2=g(V2)

i6
i5

i7

i1 i3

i2

i4

e6

e5

e1

e2

e4

e3

C R

fi

W2i W21

Fig. 1. Simple neuronal models. Electrical circuit idioms are often used to
model neurons. In (a–d), the entire neuron is reduced to a single spatial
compartment. The summed synaptic input is described by a net current
I(t). (a) An integrate-and-fire unit. If the voltage V exceeds a fixed thresh-
old, an unit pulse is generated, and all charge on the capacitance is
removed by resetting V to zero (solid arrow). The output of this and the
leaky integrate-and-fire model (b; in which charge leaks away with a time
constant given by the product of the capacitance C and the resistance R) is
a series of asynchronous spikes. (c) In a rate neuron, these discrete pulses
are replaced by a continuous output rate. The monotonically increasing
relationship between V and the output rate f = g(V) can be thought of as
the discharge function of a population of spiking cells. (d) In most neural
networks, interactions within neurons are linear. The necessary nonlin-
earity is provided by the sigmoidal g(V) function. Here, the output of neu-
ron 1 is unidirectionally connected to neuron 2 with synaptic weight w21.
(e) Nonlinear, saturating interactions can be mediated in a passive den-
dritic tree by synapses that increase the postsynaptic conductance. The
interaction between excitation (circles) and inhibition of the shunting type
(elongated boxes) is of the AND-NOT type and is specific in space and in
time. For instance, the inhibitory synapse i7 vetos excitation e3 or e6 but
has only a negligible effect on e1. Modified from ref. 8.
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10 or fewer channels per µm2 of membrane, including voltage-
dependent sodium, calcium and potassium channels15,16. In many
(but not all) cell types, the action potential actively propagates
backward from the soma/axon region into the dendrites17,18.
Depending on the input conditions, action potentials can also be
initiated in the dendrites by either synaptic input or the experi-
menter’s electrode19. However, as expected from theory, such an
action potential typically only propagates to a limited subregion
of the tree, being extinguished by the large electrical load when
approaching the low-impedance cell body region20.

Much of the synaptic traffic is preferentially routed through
dendritic spines, which cover the dendrites of many cell types, like
thorns on a rose stem. The small dimensions of spines (with a vol-
ume on the order of 0.1 µm3) make them relatively inaccessible to
prying eyes. Thus, until recently, their properties and function
could only be analyzed with the aid of biophysical models21–23.
Early studies investigated the ability of spines to control synaptic
weights by modulating the geometry of the thin elongated spine
neck connecting the spine to its parent dendrite. Others focused
on the logical threshold operations that could be performed by
endowing spines with active properties that give rise to all-or-none
electrical events28. Subsequently, the attention of modelers turned
to the isolation imposed on calcium and other intracellular mes-
sengers within the spine following synaptic input to either spine
or dendrite. Two-photon imaging experiments have confirmed
that calcium dynamics in the spine head can be isolated (by virtue
of the extended spine neck) from events occurring in the parent
dendrite24. In particular, synaptic input induces a rapid influx of
calcium that is restricted to the spine head. The amplitude and
dynamics of this postsynaptic calcium increase is tightly controlled
by many cellular processes. That is, spines constitute the smallest
functionally independent chemical compartment, providing the
substrate to implement temporally and spatially local learning
rules, which might be restricted to single active synapses25,26.

Equipped with a variety of voltage-gated channel types, den-
drites with their distinct morphologies and large repertoire of
synaptic inputs have the potential to be very powerful nonlinear
computing devices. Unlike the sublinearity inherent to the sum-
mation of synaptic inputs, voltage-gated ion channels may gener-
ate nonlinearities that range from sublinear to highly supralinear
responses. We now survey some of the best-explored proposals
linking these operations to specific computations.

Synapse amplification and linearization
Sodium and calcium channels located at strategic points in the
dendritic tree, such as spines or distal, thin processes, in conjunc-
tion with synapses expressing NMDA-type glutamate receptors,
provide a powerful mechanism for boosting local synaptic inputs.
In a typical dendritic tree, input impedances at distal arbors and
spines increase from their relatively low values close to the cell
body. Thus, distal excitatory synaptic inputs typically encounter
favorable conditions for generating local regenerative responses
and are amplified relatively more by the local excitable channels
compared to synapses at more proximal sites.

A recent elegant study27 demonstrates, in CA1 pyramidal neu-
rons, that synaptic conductance changes become larger as one moves
along the apical dendrite away from the soma. This progressive
increase in synaptic amplitude seems to be primarily responsible for
rending EPSP amplitude at the soma insensitive to its origin.

Under certain conditions, synaptic input can trigger all-or-none
dendritic action potentials. Theoreticians28,29 even envisioned a
chain reaction of action potentials firing locally, between neigh-
boring excitable spines and sibling branches in distal dendritic

arbors. Models show that the initiation of an action potential in
the dendritic tree and the extent of its spread depend on the inter-
play among the strength, timing and location of the excitatory and
inhibitory inputs, on the density and type of voltage-dependent
channels and on dendritic morphology. The preferred direction
of action potential propagation under physiological conditions
and the degree of boosting of local inputs are being actively inves-
tigated18,20,30–32.

‘Handshake’ between soma and dendrites
Fast-inactivating sodium channels in dendrites provide a means
for an efficient electrical communication in the antidromic (soma-
to-dendrite) direction. Because of these channels, the action poten-
tial can actively propagate from the spike-initiating zone in the
axon back into distal dendritic zones rich with synapses. It thus
provides a ‘handshake’ or acknowledgement signal by which
synapses in these regions can know that an action potential has
just been initiated at the axon. This can be critical to the Hebbian
processes underlying associative synaptic plasticity33–35. Markram
and colleagues33 controlled the relative timing of presynaptic and
postsynaptic action potentials in a pair of excitatory coupled neu-
rons, measuring its effect on the strength of synaptic coupling
between the two cells. If the presynaptic spike preceded the post-
synaptic one by as little as 10 ms, synaptic strength increased (long-
term potentiation, LTP). Conversely, if the postsynaptic spike
preceded the presynaptic one, synaptic coupling decreased (long-
term depression, LTD). In other words, if the presynaptic cell is
effective in triggering a spike in its postsynaptic target, the synapse
is strengthened. If not, it is weakened. This sort of asymmetric
(because tpostsynaptic – tpresynaptic > 0 favors LTP, whereas the reverse
leads to LTD) synaptic plasticity mechanism can only be imple-
mented because the postsynaptic site has access to the precise time
of spiking via the backpropagated action potential36. The mecha-
nism is likely to involve a supralinear calcium influx at the post-
synaptic site via relief of the voltage-dependent magnesium block
of the NMDA receptor or amplification of the local EPSP by the
backpropagating action potential.

Kistler and van Hemmen37 proved how such a powerful
Hebbian learning rule (see ref. 38 in this issue) leads, in an unsu-
pervised manner, to strengthening those synapses that deliver
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Fig. 2. Dendritic trees exist in many shapes and sizes. The dendritic
trees of a vagal motoneuron (a), olivary neuron (b), layer 2/3 pyramidal
cell (c), layer 5 pyramidal cell (d), Purkinje cell (e) and α motoneuron (f).
Calibration bar = 100 µm. Reprinted with permission from ref. 55.
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precisely timed action potentials at the expense of synapses that
receive spikes with a lot of temporal slop. In other words, given
asymmetric Hebbian synaptic plasticity, a neuronal representa-
tion favoring coincident spikes (that is, temporal coding) can
emerge in a natural manner.

Coincidence detection in active dendrites
A vigorous, ongoing debate surrounds the question of the tempo-
ral resolution at which information is represented by individual
action potentials. Although it is clear that particular modules, such
as auditory localization or pulse generation in electric fish, involve
highly specialized circuits dedicated to preserving temporal infor-
mation in the submicrosecond domain, it is far less clear to what
extent, say, spiking cells in cortex can represent information with
millisecond or better resolution. Biophysically plausible propos-
als for coincidence detection39,40 exploit fast sodium action poten-
tial generation in spines and distal basal dendrites to achieve
submillisecond resolution but remain untested experimentally.

A convincing experimental example31 of dendritic coincidence
detection at the 10-ms level (Fig. 3) occurs in layer-V pyramidal
neurons; when a somatic-triggered action potential coincides with
an excitatory input delivered to the apical dendrite, a powerful cal-
cium action potential may be triggered locally in the apical den-
drite. This long-lasting (10 ms or longer) calcium action potential
evokes, in turn, a burst of sodium spikes generated at the axon
(Fig. 3). The backpropagating sodium action potential serves as a
‘binding’ mechanism for a specific input combination in the den-
dritic tree.

Suppose a visual input triggers an action potential in a pyra-
midal cell in primary visual cortex. The fast sodium spike propa-
gates both to its postsynaptic target cell and into the apical tree. If,
at the same time, feedback input from extrastriate cortex depolar-
izes the distal apical tree, this might be sufficient to trigger a burst

of sodium spikes. In other words, a top-down signal would act in
a modulatory manner to increase the saliency of a bottom-up sig-
nal by turning it from a single spike into a burst23,41,42.

Multiplying in single neurons
Multiplication is both the simplest and one of the most widespread
of all nonlinear operations in the nervous system. Along with the
closely related operations of ‘squaring’ and ‘correlation’, multipli-
cation lies at the heart of models for the optomotor response of
insects and motion perception in primates. For instance, electro-
physiological evidence from the monkey suggests that the discharge
rate of neurons throughout visual cortex is up- or downmodulat-
ed by many factors, such as whether or not the animal is attend-
ing, the exact position of the eye in the orbit and so on. This
modulation often takes the form of a multiplicative gain term that
affects the strength of the cell’s response, but not its tuning43.

A number of different biophysical mechanisms could, in 
theory, implement a multiplicative algebra9. The one that seems
most accessible to direct experimental investigation is responsible
for mediating an escape response in the locust’s visual system (Box
1). Another mechanism for achieving multiplicative interactions
is synaptic clustering in dendrites endowed with NMDA, sodium
and/or calcium channels44,45. If the sole goal is to maximize the
somatic PSP amplitude, then excitatory inputs into a passive tree
should be spread out as much as possible to minimize synaptic sat-
uration. This is not the case in dendritic trees containing signifi-
cant voltage-dependent inward currents. Because of amplification,
it pays to cluster synapses together on neighboring dendritic patch-
es so that they can cooperate in activating the local excitable den-
dritic channels, thereby elevating the firing probability of the
neuron. Formally, such a neuron approximates a low-order poly-
nomial interaction in its synaptic input (of course, because of sat-
uration, this is only true up to a point: placing all synapses at one
location in the tree limits the maximal synaptic current delivered to
the spike-initiating zone). That is, the firing rate of the neuron can
be approximated by a sum of products over a subset of the synap-
tic inputs, turning the neuron endowed with such a mechanism
into a more powerful computational engine than a passive neu-
ron. Clustering is very robust to the details of the exact kinetic
scheme, channel densities and dendritic morphology. Almost any
boosting mechanism will do, as long as it is sufficiently local.

Synaptic clustering requires a learning rule that encourages
simultaneously active synapses to cluster in adjacent dendritic
regions, whereas uncorrelated synapses should have no privileged
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Fig. 3. Dendritic and axonal action potentials in a cortical pyramidal
cell. Calcium-mediated action potentials in the dendrites give rise to a
burst of fast, sodium-mediated axonal spikes. (a) Reconstructed pyrami-
dal neuron with sites of electrode recordings (black, at soma; blue, 400
µm from soma; red, 770 µm from soma). Scale bar, 200 µm. (b) Current
injection (Istim) via the distal electrode on its own causes a subthreshold
depolarization at the input (red trace, Vm) and the soma. (c) Somatic
current injection gives rise to a local action potential (black trace),
which propagates with decreased amplitude into the dendrite (blue and
red traces). (d) Combining (b) and (c) injections—separated by 5 ms—
evoked a burst of 3 sodium action potentials following the onset of a
broad calcium spike in the distal dendrite (red). (e) Distal dendritic cal-
cium spikes can be initiated by a stronger current input alone via the dis-
tal electrode. (f) The lowest current threshold needed to elicit a calcium
spike (which then generates a burst of sodium spikes at the axon) is
when the dendritic current injection follows initiation of the backpropa-
gating action potential at the soma by 5 ms. Dashed line, threshold for
calcium spike without backpropagating action potential. Each point is
the average of eight neurons. Reprinted with permission from ref. 31.
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spatial relationship to each other. That is, synapses that are corre-
lated but are not spatially adjacent might not be selectively pre-
served or enhanced. Such a local learning rule departs only
modestly from the broadly accepted principles of neural develop-
ment that holds that synaptic connections are initially made at
random and strengthened or weakened (and ultimately eliminat-
ed) based on some sort of correlation between pre- and postsy-
naptic signals. Only future experiments can tell whether the brain
make use of this powerful and robust synaptic algorithm for both
storing and processing, that is computing, information46.

Mel, Ruderman and Archie47 propose that such clustering is
used at the level of a pyramidal cell in primary visual cortex to
fashion an orientation-selective ‘complex’ cell, that is, a cell sensi-
tive to the orientation of a line or bar placed anywhere in its recep-
tive field. The neuron receives direct geniculate input that is
clustered on its dendrites, giving rise to orientation tuning (synap-
tic input corresponding to the cell’s optimal orientation clusters
along the dendrites, whereas input associated with the orthogonal
orientation is spread throughout the cell) and spatial invariance

(because clusters on different dendrites act independently of each
other and carry visual information from different parts of the visu-
al field). This is in contradistinction to the canonical model of
Hubel and Wiesel48, which has ‘complex’ cells arise from the spa-
tial convergence of multiple ‘simple’ cells. The synaptic clustering
model predicts that intracellular blockade of the sodium, calcium
or NMDA channels underlying clustering will eliminate orientation
tuning in this specific neuron. This remains to be tested.

Developing complex neurons
How can the nervous system adjust the types and densities of the
dozen or more voltage-dependent ionic channels throughout the
dendritic tree to support its computational power? Or, a seem-
ingly more basic question, how is the density of potassium and
sodium channels adjusted to give rise to the rapidly rising and
decaying axonal action potential? Too much potassium current
and the membrane potential is unlikely to ever spike. Not enough
and repolarization might be so slow that the action potential would
extend for many milliseconds. Because the densities required to
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Box 1. A model system to explore the biophysics
of algebraic multiplication.
An experimentally accessible system for tracking down the
biophysical substrate of multiplication is the lobular giant
movement detector (LGMD) in the visual system of the
locust. It is thought to be important in the detection and
tracking of objects approaching on a collision course toward
the animal56. (a) The looming stimulus subtends an angular
size θ(t) that increases nonlinearly with time (top; d/v = 60
ms). The intracellular recording shows how the LGMD
tracks the object during approach. This cell integrates retino-
topic motion-sensitive inputs impinging on one branch of
its main dendritic branch (red in c; the approximate height
of the dendritic tree is 300 µm) and receives feedforward,
inhibitory projections sensitive to ON and OFF stimuli that
depend on the angular size of the object on two dendritic
compartments57 (blue and magenta). The time course of
LGMD’s firing rate, f(t), during the approach of an object is
well described by multiplication of two terms related to the
two main synaptic inputs impinging on LGMD’s den-
drites58,59. The first term is proportional to the angular veloc-
ity of the expanding object, θ′(t) (the ′ stands for the
temporal derivative of the object’s angular size on the reti-
na, θ), and the second one is a negative exponential of θ(t):

f(t) = θ′(t – δ)*e−α∗θ( τ − δ ) (1)

The δ implements a lag in the neuronal response. The
θ′(t – δ) term is always excitatory, because the angular edge
velocity of an expanding object is positive during approach
(b; with α= 5, δ = 25 ms, d/v = 100 ms). The −α∗θ( t − δ)  component acts as an inhibitory term, whose importance grows very
rapidly as collisions looms because of its exponential dependence on image size. This equation reproduces the characteristic time
course of the LGMD’s firing rate during object looming: a rapid increase curtailed by an abrupt decrease toward the end of approach.
It follows59 that the peak in LGMD’s firing rate always occurs a fixed delay δ (about 30 ms) after the object has reached a fixed angu-
lar size on the retina, independent of the speed of approach or the object’s physical size. In the locust’s brain, the spiking activity of
LGMD is relayed to neurons that are involved in the generation of flight steering and jump escape behaviors.

The detailed biophysical mechanisms underlying this multiplication operation remain to be determined. An attractive possibil-
ity would be for the excitatory, motion-dependent input to be encoded in logarithmic coordinates and for the inhibitory input to be
linear in angular size. If these two inputs induce depolarizing and hyperpolarizing currents in LGMD that add and are then expo-
nentiated by local amplifying membrane properties of LGMD60, the cell’s firing rate would be given by Eq. 1. This is quite similar to
the way analog electrical circuit engineers multiply two signals: logarithmically transform the two, add the result and then apply an
exponential (xy = elog(x)+log(y)).
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support rapid spiking depend on cellular morphology and local
input impedance, it is extremely unlikely that this information is
encoded genetically. Rather, channel densities need to be adjusted
online, dynamically. And this ‘hardware’ should be adaptable if
conditions in the sensory environment change (say, if the mean
contrast of visual stimuli and the amount of contrast fluctuation
around this mean were to change from one day to the next) to opti-
mally signal the relevant features, given the limited bandwidth of
spiking cells. All of these questions are related to, but different
from, the more commonly considered issue of synaptic plasticity.
Theoreticians have began to consider such scenarios49.

In the case of homeostasis, LeMasson, Marder and Abbott50

introduced a simple feedback mechanism, in which channel densi-
ty depends on the intracellular concentration of calcium ions, and
thus on overall spiking activity. The intensity and temporal pat-
terning of presynaptic input will thereby influence the degree of
excitability of the postsynaptic cell. Stemmler and Koch51 derived a
learning rule based on information theory that adjusts the density,
midpoint activation and steepness of dendritic inward and outward
currents to match the statistics of the synaptic input to the limited
bandwidth provided by the cell’s output. Such a learning rule allows
the neuron to continually modify its voltage-dependent membrane
conductances to maximize information transmission between synap-
tic input and firing output subject to various constraints (for exam-
ple, high rates with their associated higher metabolic expenditures
should be reserved for rare events; see also ref. 52).

Experimental evidence for plasticity in the intrinsic excitabili-
ty of neurons53 has not yet established the extent to which such
changes are the nervous system’s attempts to preserve a mean fir-
ing rate in the face of shifting environmental conditions, that is,
homeostasis, or whether the cell’s firing behavior is adjusted to
optimize information transmission, a more sophisticated behav-
ior. This remains an open topic for future research.

The power and limitations of neurons
The view of neurobiological computation advocated here amounts
to the following. Individual nerve cells convert the incoming streams
of binary pulses into analog, spatially distributed variables, such as
postsynaptic membrane potential and calcium distribution through-
out the dendritic tree and cell body. A number of transformations
can be applied to these variables besides subtraction and addition:
low- and band-pass filtering, normalization, gain control, satura-
tion, amplification, multiplication and thresholding23. Common to
these transformations are simple arithmetic operations (division,
multiplication) that are carried out in a feedforward manner, fol-
lowing the predominant signal flow from the dendrites to the spike-
initiation zone. If spikes are generated locally in the dendrites, they
can be thought of as expressing intermediate results of these global
computations in a binary manner. This allows for two levels of non-
linear interactions (first level, local synaptic interactions before den-
dritic spike initiation; second level, global interactions throughout
the dendritic tree) before the sum of all of these interactions is com-
pared against a threshold at the spike-initiating zone.

The final result is sent out to the cell’s postsynaptic targets and
also backward, into the dendritic tree. Such backpropagating action
potentials could support sophisticated Hebbian synaptic memory
algorithms or implement coincident detection operations in the 10-
ms range. The operating range and sensitivity of these operations
are probably adapted to the synaptic input over various time scales.

Although such a neuron is more powerful than its feeble-mind-
ed linear threshold relative, it has limitations. For instance, any
computation that requires more than two recursive nonlinear inter-
actions would be difficult to implement at the single-cell level. The

MAX operation discussed in this issue by Riesenhuber and Pog-
gio54 (computing the maximum of a set of scalar variables) or oper-
ations requiring inordinate amount of precision are likely to require
a small network of neurons. This still leaves individual neurons
with a toolbox of computational primitives that, in conjunction
with ubiquitous plastic synapses, dwarf the circuit elements avail-
able to the electronic circuit designer today.

ACKNOWLEDGEMENTS
Work in the laboratories of the authors is supported by the NSF/ERC program,

NIMH, ONR, Israeli Science Foundation and the BSF. We thank R. Nitzan for

Fig. 2a, Y. Manor for Fig. 2b, J. Andersen for the two pyramidal cells in Fig. 2c

and d, M. Rapp for Fig. 2e, B. Burke for Fig. 2f, M. Larkum for Fig. 3, 

F. Gabbiani for Fig. 4 and F. Gabbiani and G. Kreiman for comments.

RECEIVED 7 JUNE; ACCEPTED 29 SEPTEMBER 2000

1. McCulloch, W. S. & Pitts, W. A logical calculus of the ideas immanent in nervous
activity. Bull. Math. Biophys. 5, 115–133 (1943).

2. Hertz, J., Krogh, A. & Palmer, R.G. Introduction to the Theory of Neural
Computation (Addison-Wesley, Redwood City, California, 1991).

3. Chklovskii, D. B. Optimal sizes of dendritic and axonal arbors in a topographic
projection. J. Neurophysiol. 83, 2113–2119 (2000).

4. Spencer, W. A. & Kandel, E. R. Electrophysiology of hippocampal neurons: IV.
Fast prepotentials. J. Neurophysiol. 24, 272–285 (1961).

5. Yuste, R. & Tank, D. W. Dendritic integration in mammalian neurons, a century
after Cajal. Neuron 16, 701–716 (1996).

6. Rall, W. Branching dendritic trees and motoneuron membrane resistivity. Exp.
Neurol. 1, 491–527 (1959).

7. Rall, W. in Neural Theory and Modeling (ed. Reiss, R.) 73–97 (Stanford Univ.
Press, Stanford, California, 1964).

8. Koch, C., Poggio, T. & Torre, V. Retinal ganglion cells: a functional interpretation
of dendritic morphology. Phil. Trans. R. Soc. Lond. B Biol. Sci. 298, 227–263
(1982).

9. Koch, C. & Poggio, T. in Single Neuron Computation (eds. McKenna, T., Davis, J.
& Zornetzer, S. F.) 315–345 (Academic, Boston, Massachusetts, 1992).

10. Borg-Graham, L., Monier, C. & Fregnac, Y. Visual input evokes transient and
strong shunting inhibition in visual cortical neurons. Nature 393, 369–373 (1998).

11. Taylor, W. R., He, S., Levick, W. R. & Vaney, D. I. Dendritic computation of
direction selectivity by retinal ganglion cells. Science 289, 2347–2350 (2000).

12. Konishi, M. The neural algorithm for sound localization in the owl. Harvey
Lectures 86, 47–64 (1992).

13. Young, S. R. & Rubel, E. W. Embryogenesis of arborization pattern and
topography of individual axons in n. laminaris of the chicken brain-stem. 
J. Comp. Neurol. 254, 425–459 (1986).

14. Agmon-Snir, H., Carr, C. E. & Rinzel, J. The role of dendrites in auditory
coincidence detection. Nature 393, 268–272 (1998).

15. Mainen, Z. F. & Sejnowski, T. J. in Methods in Neuronal Modeling 2nd edn. (eds.
Koch, C. & Segev, I.) 171–210 (MIT Press, Cambridge, Massachusetts, 1998).

16. Magee, J. C. in Dendrites (eds. Stuart, G., Spruston, N. & Häusser, M.) 139–160
(Oxford Univ. Press, New York, 1999).

17. Stuart, G. J. & Sakmann, B. Active propagation of somatic action potentials into
neocortical pyramidal cell dendrites. Nature 367, 69–72 (1994).

18. Stuart, G., Spruston, N., Sakmann, B. & Häusser, M. Action potential initiation
and backpropagation in neurons of the mammalian CNS. Trends Neurosci. 20,
125–131 (1997).

19. Häusser, M., Spruston, N. & Stuart, G. Electrical and chemical signaling in
neuronal dendrites. Science (in press).

20. Segev, I. & Rall, W. Excitable dendrites and spines: earlier theoretical insights
elucidate recent direct observations. Trends Neurosci. 21, 453–460 (1998).

21. Rall W. in Cellular Mechanisms Subserving Changes in Neuronal Activity (eds.
Woody, C. D., Brown, K. A., Crow, T. J. & Knispel, J. D.) 13–21 (Brain
Information Service Research Report No. 3, Univ. of California, Los Angeles,
1974).

22. Shepherd, G. M. The dendritic spine: A multifunctional unit. J. Neurophysiol.
75, 2197–2210 (1996).

23. Koch, C. Biophysics of Computation (Oxford Univ. Press, New York, 1999).
24. Svoboda, K., Tank, D. W. & Denk, W. Direct measurement of coupling between

dendritic spines and shafts. Science 272, 716–719 (1996).
25. Koch, C. & Zador, A. The function of dendritic spines: Devices subserving

biochemical rather than electrical compartmentalization. J. Neurosci. 13,
413–422 (1993).

26. Yuste, R., Majewska, A. & Holthoff, K. From form to function: Calcium
compartmentalization in dendritic spines. Nat. Neurosci. 3, 653–659 (2000).

27. Magee, J. C. & Cook, E. P. Somatic EPSP amplitude is independent of synapse
location in hippocampal pyramidal neurons. Nat. Neurosci. 3, 895–903 (2000).

28. Shepherd, G. M., Brayton, R. K., Miller, J. P., Segev, I., Rinzel, J. & Rall, W. Signal
enhancement in distal cortical dendrites by means of interactions between active

review

© 2000 Nature America Inc. • http://neurosci.nature.com
©

 2
00

0 
N

at
u

re
 A

m
er

ic
a 

In
c.

 •
 h

tt
p

:/
/n

eu
ro

sc
i.n

at
u

re
.c

o
m



nature neuroscience supplement •  volume 3  •  november 2000 1177

dendritic spines. Proc. Natl. Acad. Sci. USA 82, 2192–2195 (1985).
29. Rall, W. & Segev, I. in Synaptic Function (eds. Edelman, G. M., Gall, W. E. &

Cowan, W. M.) 605–636 (Wiley, New York, 1987).
30. Schiller, J., Schiller, Y., Stuart, G. & Sakmann, B. Calcium action potentials

restricted to distal apical dendrites of rat neocortical pyramidal neurons. 
J. Physiol. (Lond.) 505, 605–616 (1997).

31. Larkum, M. E., Zhu, J. J. & Sakmann, B. A new cellular mechanism for coupling
inputs arriving at different cortical layers. Nature 398, 338–341 (1999).

32. Svoboda, K., Helmchen, F., Denk, W. & Tank, D. W. Spread of dendritic
excitation in layer 2/3 pyramidal neurons in rat barrel cortex in vivo. Nat.
Neurosci. 2, 65–73 (1999).

33. Markram, H., Lübke, J., Frotscher, M. & Sakmann, B. Regulation of synaptic
efficacy by coincidence of postsynaptic APs and EPSPs. Science 275, 213–215
(1997).

34. Bi, G.-Q. & Poo, M.-M. Synaptic modifications in cultured hippocampal
neurons: dependence on spike timing, synaptic strength, and postsynaptic cell
type. J. Neurosci. 18, 10464–10472 (1998).

35. Debanne, D., Gähwiler, B. H. & Thompson, S. M. Long-term synaptic plasticity
between pairs of individual CA3 pyramidal cells in rat hippocampal slice
cultures. J. Physiol. (Lond.) 507, 237–247 (1998).

36. Magee, J. C. & Johnston. D. A synaptically controlled, associative signal for
Hebbian plasticity in hippocampal neurons. Science. 275, 209–213 (1997).

37. Kistler, W. M. & van Hemmen, J. L. Modeling synaptic plasticity in conjunction
with the timing of pre- and postsynaptic action potentials. Neural Comput. 12,
385–405 (2000).

38. Abbott, L. F. & Nelson, S. B. Synaptic plasticity: taming the beast. Nat. Neurosci.
3, 1178–1183 (2000).

39. Segev, I. & Rall, W. Computational study of an excitable dendritic spine. 
J. Neurophysiol. 60, 499–523 (1988).

40. Softky, W. R. Sub-millisecond coincidence detection in active dendritic trees.
Neuroscience 58, 15–41 (1994).

41. Berman, N. J. & Maler, L. Neural architecture of the electrosensory lateral line
lobe: adaptations for coincidence detection, a sensory searchlight and
frequency-dependent adaptive filtering. J. Exp. Biol. 202, 1243–1253 (1999).

42. Siegel, M., Körding, K. P. & König, P. Integrating top-down and bottom-up
sensory processing by somato-dendritic interactions. J. Comput. Neurosci. 8,
161–173 (2000). 

43. Salinas, E. & Thier, P. Gain modulation: a major computational principle of the

central nervous system. Neuron 27, 15–21 (2000).
44. Mel, B. W. Synaptic integration in an excitable dendritic tree. J. Neurophysiol. 70,

1086–1101 (1993).
45. Mel, B. W. Information processing in dendritic trees. Neural Comput. 6,

1031–1085 (1994).
46. Mel, B. W. in Dendrites (eds. Stuart, G., Spruston, N. & Häusser, M.) 271–289

(Oxford Univ. Press, Oxford, 1999).
47. Mel, B. W., Ruderman, D. L. & Archie, K. A. Translation-invariant orientation-

tuning in visual “complex” cells could derive from intradendritic computations.
J. Neurosci. 18, 4325–4334 (1998).

48. Hubel, D. & Wiesel, T. Receptive fields, binocular interaction and functional
architecture in the cat’s visual cortex. J. Physiol. (Lond.) 160, 106–154 (1962).

49. Bell, A. J. Self-organization in real neurons: Anti-Hebb in “channel space”.
Neural Information Processing Systems 4, 59–67 (1992).

50. LeMasson, W., Marder, E. & Abbott, L. F. Activity-dependent regulation of
conductances in model neurons. Science 259, 1915–1917 (1993).

51. Stemmler, M. & Koch, C. How voltage-dependent conductances can adapt to
maximize the information encoded by neuronal firing rate. Nat. Neurosci. 2,
521–527 (1999).

52. Laughlin, S. B., van Steveninck, R. R. D. & Anderson, J. C. The metabolic cost of
neural information. Nat. Neurosci. 1, 36–41 (1998).

53. Turrigiano, G. G. & Nelson, S. B. Hebb and homestasis in neuronal plasticity.
Curr. Opin. Neurobiol 10, 358–364 (2000).

54. Riesenhuber, M. & Poggio, T. Models of object recognition. Nat. Neurosci. 3,
1199–1204 (2000).

55. Segev, I. Sound grounds for computing dendrites. Nature 393, 207–208 (1998).
56. Schlotterer, G. Responses of the locust descending movement detector neuron

to rapidly approaching and withdrawing visual stimuli. Can. J. Zool. 55,
1372–1376 (1977).

57. Rowell, C. H. F., O’Shea, M. & Williams, J. L. D. The neuronal basis of a sensory
analyser, the acridid movement detector system. IV. The preference for small
field stimuli. J. Exp. Biol. 68, 157–185 (1977).

58. Hatsopoulos, N., Gabbiani, F. & Laurent, G. Elementary computation of object
approach by a wide field visual neuron. Science 270, 1000–1003 (1995).

59. Gabbiani, F., Krapp, H. G. & Laurent, G. Computation of object approach by a
wide-field, motion-sensitive neuron. J. Neurosci. 19, 1122–1141 (1999).

60. Koch, C., Bernander, Ö. & Douglas, R. J. Do neurons have a voltage or a current
threshold for action potential initiation. J. Comput. Neurosci. 2, 63–82 (1995).

review

Viewpoint • Models are common; good theories are scarce
I like to draw a distinction between models and theories, and, although the dividing line can be fuzzy, I still think the difference is a real one.
Models describe a particular phenomenon or process, and theories deal with a larger range of issues and identify general organizing
principles. For example, one might make a model of some aspect of synaptic transmission and use this model to connect observations
(fluorescence intensity as a function of time in an imaging experiment, for example) to some mechanistic aspect of synaptic function (such as
vesicle recycling). A theory of synaptic transmission, by contrast, would have to account for many properties of synapse function, and relate
these properties to principles of information processing. Such a theory might unify models of various forms of short-term plasticity
(facilitation, depletion, augmentation and so on) and describe how dynamic filtering characteristics resulting from this plasticity optimize
some aspect of information transfer. Models have a long history in neurobiology, from cable theory through the Hodgkin-Huxley equations,
and at least some models are recognized as having been essential for the development of our subject. Theories, on the other hand, are
scarce, and I cannot think of one that has made a really significant contribution to neurobiology.

Even so, I still believe that theories will be important—indeed vital—for further advances in the field. The reason for this belief is my
observation that many areas of biology have progressed pretty much as far as they can by the current techniques of systematically changing one
variable at a time to determine what causes what. For example, we have a pretty good idea about what V1 and MT do (although not how the
neural circuits do it), but little notion about the function of the other three dozen visual areas. The approach that has been successful for
understanding V1 and MT—noticing that certain stimulus properties induce firing of cortical neurons and then systematically characterizing
those stimulus properties—may work for a few more visual areas, but I believe the parameter space that must be explored is too large for this
approach to be successful for all visual areas. The stimulus parameters needed to describe V1 receptive fields are simple, but we do not even
know how to characterize the complex receptive fields in inferotemporal cortex. We will need to develop theories of vision to guide experiments.

The development of theoretical neurobiology will come slowly, though, for at least two reasons. The first is that theory in biology is hard.
In physics, everyone knows the important questions (how do you explain high-temperature superconductivity?), and the trick is to get an
answer. In biology, however, one must simultaneously figure out the question to ask and how to answer it; this makes things both more
difficult and more interesting. A second, related problem is that neurobiology lacks general laws (like the second law of thermodynamics)
that can give traction in a problem; in biology, we must not only identify questions, but we need to formulate principles that can serve as the
basis for general statements.

In discussions with colleagues, I detect an easing of the hostility toward theory that was common among experimental neurobiologists
in the past, and I find a general acceptance of the notion that we must have theory in neurobiology. This atmosphere of acceptance is an
essential ingredient for a theoretical neurobiology. Now the theorists must actually produce something of use.
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